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4.1 Introduction

This chapter describes what I feel are the most important aspects of systems behavior.  There are roughly 20 of them.  Each is followed by computer simulations or other supporting evidence.

The overall goal is to understand the behavior of simple mechanical or physical systems in the hope it will provide insights about how to best manage or cope with the important real-world systems that affect our daily lives.  Are there general “systems laws” that apply across all systems from molecules and galaxies to nation states, economies, and health care systems?  I believe there are some.  My objective has been to identify them.

I try to simplify as much as possible while also being scientifically accurate to an appropriate degree.  For instance I call centrifugal force a repelling force although its not one of natures basic forces like gravity.  I also oversimplify at first when presenting the big picture, then let details emerge later on.  In other words I try to present a 40 thousand-foot overview first, then the more detailed 10-thousand-foot story, and lastly cap it all with another high level summary.  

Some of the material in this chapter is taken verbatim from later chapters -where its treated in more detail-  since the intent here is to summarize the key aspects of system behavior that should interest a wide audience.  

Behavior: Behavior is what a system does.  Its how some aspect or variable in a system changes over time.  Those changes are often plotted as waveforms akin to daily temperatures over the last month, or the Dow Jones average.

Definition of system: Before proceeding let me remind readers about my definition of a system.  There are several ways to put it.

a) A system is a plurality of parts linked by forces so that changes in or to one part end up affecting all the other parts.  

b) A system is a sub-set of parts within some larger environment that are bonded to each other more tightly than they are to surrounding parts or systems in the environment. 

c) A system can be a process where the results of one action provide the preconditions for the next action to occur, and so forth. Metabolism is a process (chain of chemical reactions) within a living system.  I don’t discuss this type of system in this book.


The diagram below illustrates the first two definitions.  At top we have an isolated system with only three parts but they are linked to each other with red forces to show that what A does influences B, and what B does affects A.  This is what planets do in solar systems, atoms do in molecules, plants and animals do in eco systems, corporations due in economic systems, and people do in social systems.
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In the lower part of Slide 117 we show multiple parts in some larger environment. The center three are tightly linked by strong forces (thick lines) so they comprise a system per my definition.  But this system is only loosely linked to other loose parts or other systems so its behavior is largely about how the three parts interact with each other.  Since all material objects in the universe are linked to some extent the universe is really one enormous system which contains many layers of sub-systems, sub,,sub-systems, sub,sub,,sub-systems and so forth down to individual atoms.  In other words there exists a hierarchy of systems and where one draws boundaries is judgmental.   

Generally systems are analyzed by assuming they are isolated from any outside forces.  It simplifies things because one need only look at its internal behavior.  That’s the usual approach.  Generally that’s fine but there are at least two exceptions.  First, weak forces exerted from many outside sources may get in phase making them strong enough to affect the subject system.  Second, the ability to predict things in chaotic systems is compromised because they are highly sensitive to even minor disturbances
  
The fundamentals of system behavior are best discovered by analyzing the behavior of simple mechanical systems with just a few parts, or with lab experiments on small volumes of liquid or gas.  I call these toy systems to distinguish them from large, complex real-world systems.  However understanding toy systems seems pointless unless it leads to a better understanding of those real world systems.  Thus some brief attempts are made in this regard.
 
The balls and lines shown in these abstract diagrams hopefully have counterparts in real-world systems.  In other words parts that interact by exerting forces on each other.  Slide 115 illustrates this equivalency. It shows that the balls are oscillating because change is continuous in the real world.  It shows that factories are interacting with suppliers, head offices, and customers.
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Fluids and gases: Many important systems like ocean currents and the atmosphere obviously don’t have discrete parts like those shown in these diagrams but are instead fluids and gases.  I present some information about them but little detail simply because I haven’t time.  

Arguably societal systems are somewhere in between systems comprised of discrete parts and fluids and gases.   For instance in an economic system should consumers as a group be called a “part” with the assumption they will all act in unison?  Or should they be viewed as a fluid where different sub-groups are always forming, changing size, and acting differently.  Probably it’s a bit of both.  I haven’t time to get into that but recognize it’s an issue. 

With this background I turn to the main aspects of systems behavior I wish to explain.


4.2 Systems seek equilibrium

Systems have an equilibrium configuration where all forces are balanced.  The top diagram in Slide 118 illustrates this situation. 

In both toy systems and real systems like molecules and solar systems the attracting force is either gravity or electrostatic (where opposite charges attract). The repelling force is either centrifugal or electrostatic (where like charges repel).  All natural systems are ultimately governed by these natural forces.  Analogous – arguably subtle and not well understood- forces help govern societal systems where human decisions are involved.   
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The parts are a certain fixed and unchanging distance apart when systems are at equilibrium.  For instance the double pendulum hangs straight down.  Whatever positions they have relative to each other is a configuration.  Planets in the solar system are close to equilibrium and have a fairly stable configuration.  Atoms in a molecule have a configuration.  Molecules in a crystal have an equilibrium configuration.  Very possibly political systems can reach some sort of equilibrium where each stakeholder has reached a stable comprise with other stakeholders.  None has all they want but pushing for more isn’t worth the effort.  The status quo between the nobility, church and peasants was apparently a fairly stable situation during the dark and middle ages.  Everyone knew their place.

The image below was taken from a computer simulation of how atoms move relative to each other in a hypothetical molecule.  http://www.myphysicslab.com/molecule6.html   This image shows them in a motionless equilibrium configuration where the spring forces on each atom are balanced.

[image: Macintosh HD:Users:richharkness:Desktop:molecule initial config.jpg]

A screenshot of the model –taken when the parts were moving about violently- appears below.  A run is initiated by pulling a mass aside with the mouse and releasing it.  If the damping (friction) is set to zero the parts will oscillate indefinitely.   With damping the oscillations die down and the system returns to some equilibrium configuration, of which there are several. 
   
[image: ]

The oscillation of atoms in a molecule can be seen in a video at this site: https://en.wikipedia.org/wiki/Temperature#/media/File:Thermally_Agitated_Molecule.gif   A screenshot appears below.

[image: Macintosh HD:Users:richharkness:Desktop:molecue vibrating.jpg]
 
The two screenshots below are from a model that simulates how fabric behaves by assuming it behaves like a matrix of small masses connected by springs.  The first screenshot shows the mesh at rest or equilibrium.  The fabric sags with gravity. https://www.youtube.com/watch?v=ib1vmRDs8Vw


[image: Macintosh HD:Users:richharkness:Desktop:cloth sim.jpg]

The screenshot below captures the instant when the red ball was pulled up by an outside force.  It was immediately pulled back down by gravity and surrounding springs causing a wave of change to reverberated throughout the network.  It’s a good example of how disturbing one part in a system ends up disturbing all the others.   

[image: Macintosh HD:Users:richharkness:Desktop:spring mass fabric disturbed.jpg]

After oscillating for a while this fabric will return to its initial equilibrium configuration because the model includes the effect of friction.

The reader is much encouraged to play with these two models because they provide a good visceral feel for the way dynamic systems behave.  Use the cursor to pull one mass aside and watch how the system oscillates.  Watch bodies stop momentarily, and for violent movements.  Note how each part affects all the others. 

It takes energy to disturb an equilibrium system. When a part in a system is pulled or pushed from its equilibrium position the applicable forces usually want to pull it back to that equilibrium position.  Its convenient to think of these forces as springs and I often use the term spring-like force.  A spring has an equilibrium length.  It pushes back if compressed and pulls if stretched. 

It takes force applied from outside to pull or push a part from its equilibrium position.  Force over distance equals energy.  Thus it takes energy to disturb a system from its equilibrium.  Stretching or compressing a spring takes energy. Its akin to trying to change some government policy settled on by a compromise between powerful competing stakeholders.  

The energy inserted into a system in this fashion must-per the laws of physics- remain with it unless friction or the equivalent of friction drains it away.   

Systems seek equilibrium. In most cases if a part is displaced from equilibrium the attracting forces are stronger that the repelling forces so the part is pulled back toward its equilibrium position.  In other words systems seek to return to equilibrium after being disturbed.  There is no energy in an equilibrium system because no force is unbalanced and nothing is moving.

Systems self-assemble. If the parts in an environment have been blown far apart by the equivalent of an explosion or otherwise thrown far apart they will be pulled back together into an equilibrium configuration in a process called self-assembly.  Its called self-assembly because only the laws of physics control it.  There is no outside god-like designer. The parts of the universe where blown far apart by the big bang have been self-assembling into galaxies, stars and planets ever since.  Every atom and molecule self-assembled from smaller parts. 

Systems oscillate. When a part is pulled back toward its equilibrium position it gains speed and inertia carries it past the equilibrium.  This makes the repelling force stronger so it pushes the part back out.  Without friction this oscillation would continue indefinitely.  With friction the system oscillates less and less until it stops in its equilibrium configuration.  This is sometimes called stasis.  Oscillation is a very common system behavior since systems are almost always being disturbed.  This entire e-book is mostly devoted to a study of how systems oscillate, and what that means in practical terms.

There are many videos on the web showing how weights on springs oscillate up and down finally slowing to equilibrium so these basic system behaviors need no further proof. 

Summary of systems behaviors:  As I currently see it there are 8 main forms of systems behavior:

1) self-assembly (an attracting force acting over long distances pulls widely dispersed parts closer together until they are stopped by a repelling force and become a recognizable system comprised of parts bound together such that each affects all the others)

2) oscillation (parts oscillate around their equilibrium positions unless and until friction slows them to a halt)(usually happens as self-assembly overshoots equilibrium, or the equilibrium is disturbed) (chaos theory all lies within this domain)( arguably most systems oscillate because they are frequently disturbed from an equilibrium situation and oscillate as they try to find a new equilibrium) (the oscillation between Republican and Democratic control is one example)

3) equilibrium (Attracting and repelling forces are balanced so parts don’t move or change.)

4) sudden reconfiguration ( small disturbance to a system in equilibrium but near a tipping point may cause it to reconfigure into a different equilibrium configuration.)  

5)  destruction and reassembly ( large disturbances cause a system fail or fly apart, but the parts usually reassemble, possibly into a different configuration) 

6)  process implementation  (Energy is continually inserted into a system and used to power an internal process that accomplishes something.  The process of sequential molecular reactions called living is one example.  The carbon cycle is a sub-set of those reactions, which begins with and is powered by an energy input from sunlight. http://earthobservatory.nasa.gov/Features/CarbonCycle/page3.php
 Atmosphere, ecosystems, factories, companies, government agencies are other examples.   Process implementation only applies to “dissipative” systems which dissipate energy as the process proceeds. (S1, p.21 &24) 

7) evolution (successive generations of living systems change by genetic mutation, and long-lived systems –like corporations- morph at the detail level)
 
8) reproduction (A process whereby a system uses stored knowledge to replicate itself.  Living systems obviously replicate but arguably so do corporations.)

This e-book is almost entirely focused on how systems oscillate, although it does touch on all of the first five because they are closely related.  



4.3 A system may not self-assemble into its lowest energy configuration right away

Multipart systems can at sometimes have multiple stable configurations in which the forces are balanced, at least temporarily.  All are stable if not disturbed very much, but some are stronger than others.  In other words they have a lower energy and are more tightly bonded.  When one of these weaker configurations is disturbed bonds may stretch enough (or even break) allowing the parts to self-assemble into a different and stronger configuration.  I employ the molecule simulation to demonstrate this.

The more energy a system dissipates as it self-assembles the stronger the bonds become.  Thus a low energy system is stronger and more stable against disruption than a higher energy system.  Parts tend toward becoming assembled into their lowest energy configurations, although they can be temperately stranded in less optimum configurations along the way. 

The model’s developer notes that there are 8 stable or equilibrium configurations for this system.  Perhaps one configuration could be disturbed enough so it breaks or fails thus allowing a different one to form.  If so that might be of import when thinking about other systems. If there were no friction in the system configurations would presumably form, break and reform indefinitely.  But with damping or friction one configuration might -after being broken- reform into a different one that would remain stable thereafter since there wouldn’t be enough energy to break it again.   

A run was made to test these ideas.  The two screenshots below were taken from a run with damping.  The first shows the initial stable or equilibrium configuration which was then broken by pulling one mass aside.  After the parts gyrated violently  around and dissipating energy until they settled into a new configuration.  Note that among other differences red and blue are no longer beside each other.  There is no way to tell which of these configurations is strongest but this demo does show that a system can switch from one configuration to another if disturbed.  

[image: Macintosh HD:Users:richharkness:Desktop:molecule initial config.jpg]
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The model above is limited in making our point.  The field of molecular dynamics provides more compelling simulation models of chemical reactions where molecules break apart and then reassemble into different ones.  

Optimum and sub-optimum configurations: This little simulation is more subtle and significant than it first appears because it speaks to the order in which molecules formed in the real world as temperatures dropped.  

Basically at high temperatures, which prevailed early in earth’s history, a variety of molecular configurations or molecules would exist at any given instant, but only the strongest, most tightly bonded would survive.  The weaker would be torn apart by heat induced vibration almost as soon as they formed.  It was a trial and error process as the atoms stumbled into weak and strong configurations.  Later at lower temperature the atoms not already tied up in strong molecules could form stable albeit weaker molecules.  As temperatures dropped it would leave a range of molecules ranging from strongest to weakest thus populating the environment with a wide variety of little systems called molecules.   Think about different minerals all formed from the same atoms; mainly oxygen, silicon, aluminum and iron.  http://www.rsc.org/education/teachers/resources/jesei/minerals/students.htm and http://cseligman.com/text/planets/minerals.htm

One could say those most strongly bonded molecules are the most optimal configurations or lowest-energy configurations those atoms could assume.  Any weaker configurations would be sub-optimal and not have the lowest energy.  

This would seem a general systems behavior that applies across a wide range of systems including perhaps political systems.  After a strong revolution breaks some political system apart the stakeholders form a new political system or government which may not be ideal or optimal, but survives at least temperately because no-one can exert enough force just then to change it again.  Post revolutionary France comes to mind.    

Presumably most real world systems “try” to settle into equilibriums, but in the real world some external event usually sets them oscillating again.  One very important thing to keep in mind is that a system in equilibrium “wants” to stay that way.  For instance it takes “activation” energy to break chemical bonds so new molecules can form.   It takes a significant outside force to change a system and even if its perturbed momentarily it usually reverts back to equilibrium.  That is arguably why it’s so hard to change any economic or political system, as anyone who has tried by contacting local officials can testify.  All the insiders, all the important stakeholders, have reached a working equilibrium between their often competing interests.  It’s the balance of power or compromise they have arrived at.  And they prefer to keep it that way.

One might say the Obama administration was a stable configuration for a while but it was clearly not perceived optimal by certain segments of the population.  Trumps unexpected victory in the recent election was a revolution of sorts.  It was powerful enough to break the Obama configuration.  Whether the coming Trump configuration (a system of policies and stakeholder compromises) will be more globally optimal across the many stakeholders, and thus more survivable over the long term, is TBD.   My personal belief is that society lurches in trail and error fashion toward a more globally optimal configuration.  What it might look like is explored in the science fiction genre. 

Incidentally, the double pendulum, which is extensively studied in this book, has only one stable equilibrium configuration and that’s when both arms hang straight down.  The magnetic pendulum can have several depending on its geometry and strength of the magnets. 



4.4  Fluidic systems can suddenly switch from one semi-stable configuration to another.

This thought occurred as I was finishing the book and I wanted to insert it someplace.  It occurred when re-watching one of the Rayleigh-Benard videos.  https://www.youtube.com/watch?v=cMGVltlKmr0&index=9&list=UUraRQTwh5EYkCvzelOrHRlg
In the screenshots below we see warm red water and cool blue water as they move within a rectangular container heated from below and cooled from above.  Actually the water isn’t just hot or cold.  It varies in temperature but this simplification is useful nonetheless. 

I have not put much effort into analyzing fluidic systems in this book but this particular simulation seems to nicely demonstrate several behaviors.  First, it shows how disorganized flows self assemble into larger structures.  Second, it shows how structures or flow patterns within liquids can be stable for some time as they oscillate gently until somehow they reach a tipping point where that structure or pattern of flow changes dramatically.  Finally they demonstrate what a spike in behavior might look like in fluidic systems.  (Think how this might apply in the ocean.)  Below are five screenshots from a simulation that illustrate these points.

The first was taken near the beginning of the run shows multiple hot plumes beginning to ascend from the heated bottom of this container.  

[image: Macintosh HD:Users:richharkness:Desktop:RB1.jpg]

Here they have merged and self-organized into one big convection cell where warm water ascends in two corners and cold water descends in the opposite corners.  For illustration lets just assume the temperature of the red water is 100 degrees, the cold water is zero degrees and black water is 50 degrees.  So when this screenshot was taken the temperature at the center of the box was 50 degrees.

[image: Macintosh HD:Users:richharkness:Desktop:RB2.jpg]

However at about t=3:00 things became unstable enough so two red plumes formed near the middle as shown below.  This was a dramatic change in the fluid flow and thus in this system’s behavior.

[image: Macintosh HD:Users:richharkness:Desktop:RB 2.5.jpg]
 
These two plumes rapidly merged into one giant plume in the middle as shown below.  This again was much different than the relatively long lasting situation where red only rose in the corners.  It also marks a dramatic change in conditions in the center of this box.  The temperature that was 50 has suddenly risen to 100.  This is a spike in the value of some system parameter that occurs in space as well as in time.  It compares with spikes in the double pendulum waveforms.  Something in one particular location has changed dramatically. It shows how energy can concentrate in fluidic systems. In this case it has concentrated in the big red central current.  It may be analogous to hurricanes that interrupt otherwise tranquil locations like Bermuda.  

[image: Macintosh HD:Users:richharkness:Desktop:RB 3.jpg]

Finally later in this simulation run the circulation patterns change again in dramatic fashion as shown below.

[image: Macintosh HD:Users:richharkness:Desktop:RB 4.jpg]

These two screenshots are from a different simulation but tell the same story.
The first shows a relatively stable circulation pattern that is gently oscillating.

[image: Macintosh HD:Users:richharkness:Desktop:R Ben 1.jpg]

At about t=21 it rather suddenly became unstable and broke up as shown in the screenshot below.

[image: Macintosh HD:Users:richharkness:Desktop:R Ben2 .jpg]


Unfortunately I have no further information about these particular simulations.  Its not clear if these runs were technically chaotic, although I assume they were.  And  its not clear if the temperature (and thus total energy in the system) was held constant during them, or varied in some fashion.  If the average temperature was being raised during the simulation it suggests what might happen to some ocean current due to global warming. Namely a sudden shift in the pattern of circulation.  The following quote from today’s local newspaper seems relevant. (The Press Democrat for Sonoma County, Dec 26, 2016) 

“Time of tumult for sea  ..fishing remains a way of life, once reliable ocean rhythms have been seriously unsettled of late, confounding those who depend on predictable, seasonal cycles and highlighting future uncertainties.….Scientists and fishermen alike are unsure about the degree to which recent upheaval fits within the oceans’ normal rhythms -which are complex- or whether it is part of some longer-term trend perhaps linked to global climate change. …scientists now think of a multi-year ocean heat wave…” 
  
If the temperature was not being raised then we are simply observing the apparently chaotic behavior of a system where changes of behavior happen randomly.  Its reminiscent of flow reversals in the thermo syphon or perhaps spin reversals in the double pendulum.
4.5 It takes energy to break a system so it can reassemble. 

The molecule runs above have already supported this conclusion but I offer three additional supporting examples. 

Solar system example: This uses the MySolarSystem simulator described earlier.  It shows that a solar system can reconfigure.  The first screenshot shows a system that is stable in the sense that the planets remain in the same order out from the sun, just like Mercury, Venus and Earth do.
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In the screenshot below the mass of the planets was increased just slightly.  This increased the gravitational attraction between planets, and probably added more energy to the system.  As a result the obits became unstable so green and red had just started swapping orbital positions when the screenshot below was taken.  One configuration broke and another formed.  Note that if a system like this is near the border of instability then only a small disturbance is needed to cause one configuration to break and another form.  This example is hypothetical since there is no way the mass of a planet might increase significantly.  However the actions of another large planet could create the requisite disturbance if the system were near a tipping point.  If so it would be called an unstable system.

[image: Macintosh HD:Users:richharkness:Desktop:MSS brink of chaos runs July '15:blue green cross m=.41 at t=223.5.jpg]

A solar system can also “break” in the sense of ejecting a body entirely.  In the screenshot below a blue moon orbiting the red planet was torn away and ejected into space when the bond between it and the red planet was stretched to the breaking point because a close encounter transferred energy to the moon thus speeding it up to escape velocity.  Ejections were very common in the formation of galaxies and solar systems.  Bonds can be broken in molecules if heat vibrates atoms enough so they fly off.  This wasn’t a stable system in the first place.  The simulation just needed to run long enough so the orbits evolved enough to create a sufficiently strong close encounter.

In like manner it takes energy to propel a rocket into outer space.  We break the two part (earth+rocket) system apart.

[image: Macintosh HD:Users:richharkness:Desktop:MSS brink of chaos runs July '15:Moon runs:moon ejected at t=32.6.jpg]


Chemical activation energy:   This topic is explored in somewhat more depth in a later chapter but here is the condensed story. 

There is a net attraction or “intramolecular” force between nearby atoms that, roughly speaking, resembles the right hand side of the blue curve seen below.  The closer the atoms are together the stronger it is.  Its strength falls off with distance so there is almost no attraction left when the atoms get far apart so they drift off or dissociate.  At the bottom of this well two atoms are strongly bonded in their stable equilibrium position relative to each other. The curve shows that it takes energy- usually in the form of heat induced shaking - to move an atom up the curve so it can float free and potentially bond to some other atom.  

[image: https://upload.wikimedia.org/wikipedia/commons/thumb/7/7a/Morse-potential.png/400px-Morse-potential.png]

This picture helps explain this concept.  This simple concept is basic in understanding how systems behave.

[image: mage result for activation energy water]

Chemists call the energy needed to disassociate a mixture of molecules into their constituent atoms -so the atoms can recombine into other molecules-  the activation energy for that reaction.  For instance both hydrogen and oxygen gas occur only in molecular form (H2 and O2).  They mix but don’t react until a spark provides the activation energy to break the hydrogen and oxygen molecules apart so their individual atoms can combine into water.  The curve below shows the activation energy as a red line. The hydrogen and oxygen molecules (the reactants) are both what I call sub-optimum systems.  The product, water, is more optimal because its atoms are more tightly bonded and have fallen to a lower energy state.  That excess energy is shed as heat.  A curve like this captures the basic physics behind all chemical reactions.  I suspect something similar happens when political or other systems experience revolutions.  If so reactions are equivalent to revolutions.  I can see it now.  A thesis called “The chemical kinematics of political revolutions.”

[image: mage result for activation energy water] 


My magnet and ball apparatus:  I made a neat little apparatus that demonstrates self-assembly, bond breaking, and reconfiguration all in the comfort of home.  It consists of a clear plastic box about 2 inches square and 4 inches high.  I taped two small but strong magnets to the outside on one end, placing them in opposite corners.  Under one I placed paper spacers moving it a bit further from the boxes inside surface so its magnetic field would be weaker in that corner.  Then I inserted two steel balls about 5/16 in diameter.  Some tinkering with the thickness of spacers is needed to get it working well.  

A ball stuck to a magnet is no less a system than two atoms stuck together or a planet stuck to its star.
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When shaken the balls bounce up and down until both stick to magnets.  Sometimes both stick to the weakest magnet, sometimes both to the strong magnet and sometimes one to each.  The ball stuck to the weak magnet is a sub-optimum configuration relative to the ball stuck to the strong magnet because it could have -also by chance- stuck to it as well forming a more strongly bonded system.  If this happens one shakes the box with increasing vigor until the ball stuck to the weak magnet breaks loose, but not so hard as to dislodge the strong bond.  This is like raising the temperature and shaking molecules apart.  And its very real since real masses and real natural forces are involved..  After perhaps making and breaking the weak bond several times that ball will eventually join the other stuck to the strong magnet.  

It also shows how conditions in the environment, usually temperature and pressure- affect what systems can form and survive.  Falling temperatures since the great bang have allowed a sequence of atomic and molecular systems to form and survive.  The very tightly atomic nucleus of helium formed first (after temperatures dropped to about 116 billion degrees) and is extremely stable.  It takes an atom smasher to break atomic nuclei apart.  Mineral molecules are stable to 1000 degrees or so.  Delicate organic with their weak hydrogen bonds can’t survive high temperatures so formed last.  https://en.wikipedia.org/wiki/Big_Bang_nucleosynthesis

This demonstrates the evolution of two little systems, each seeking –in a trial and error process- to find the most stable configuration.  And you, or maybe your arm, will agree it takes energy to break apart systems.  


4.6 Parts interact and disturb each other.

This is a basic aspect of systems behavior that should be obvious now from the spring/mass simulations above.   If one part is disturbed or made to move by some outside force it will change the forces it exerts on adjacent parts thus causing them to move as well.  The initially circular waves of change radiate out through the system, bounce off the walls and eventually confused set of ever changing of waves like those in a tub of water, or the ocean.  All parts will eventually oscillate.  If there is friction in the system the waves will eventually die out. 


4.7  Big parts have more influence than small parts

Some systems are comprised of large parts with considerable mass.  Others are comprised of smaller less massive parts.  Fig 126 conceptually illustrates the hierarchy of systems that exists in the real world.  All parts interact by exerting forces on each other.  The largest or most massive system consists of “A” parts.  The next smaller systems contain “B” size parts.  The A parts are closely bonded and interact strongly with each other.  Whatever they do effects the smaller B parts whereas the B parts have little effect on the more massive A parts.  This is indicated by the bold arrows where one head is larger than the other.  The same idea applies to how the B parts interact with the smaller C parts.   
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To make this seem more relevant lets assume the A parts are planets in our solar system.  Over long timeframes they subtly alter each other’s orbits, but clearly nothing happening on earth no matter how massive will alter the interaction between planets.  The fact that earths tilt gradually changes as does its distance from the sun might be variables in this A level system.   Lets assume the B systems are major on-earth system like the atmosphere, the oceans, the earth’s molten mantle.  Another B level system might consist of the plant kingdom interacting with the animal kingdom and solar radiation.  Average global temperature is a variable at this B level.  The earth’s tilt will effect all them but they can’t effect earths tilt.  Finally economic and political systems may be examples of C levels systems.  Things like agricultural production will be affected by climate but with the exception of global warming and deforestation what the economy does will little affect the biosphere.  

These examples are not necessary accurate but only serve to make the point that systems at all levels are interconnected and that more massive systems affect smaller ones more than the reverse.   It also seems likely that large systems oscillate at a lower frequency than do small systems, but that’s not necessarily true because small masses will oscillate slowly if the spring-like forces between them are weak.  Also large systems can change rapidly if something really powerful happens to them.  The meteor that killed the dinosaurs 67 million years ago comes to mind as do the massive volcanic eruptions that created the Deccan and Siberian traps. https://en.wikipedia.org/wiki/Deccan_Traps,  “This massive eruptive event spanned the Permian-Triassic boundary, about 250 million years ago, and is cited as a possible cause of the Permian-Triassic extinction event.” https://en.wikipedia.org/wiki/Siberian_Traps

If we look at the waveforms of the major variables in any one of these systems it will represent not only the internal oscillations within that system but also the small imprinted effects from other systems.  If the A level system is changing very slowly, as things like earths tilt does, then it will produce very long low frequency wave forms and the effects of more rapidly oscillating B and C level systems will show up as minor deviations in those waves.  

If on the other hand we look at B level waveforms we may see that they ride atop a long-term change or trend in the A level systems.  For instance daily or yearly temperature fluctuations ride atop a long-term increase in earth’s temperature due to global warming.  

Here is another brief attempt to identify possible levels of systems.  Clearly the systems at each level are strongly influence by those at prior levels. 

a) Level A systems: solar system dynamics and mantle convection/plate tectonics (Massive underlying systems. Clearly not effected by anything that happens on earths surface.)

b) Level B systems: Major natural non-living systems like carbon cycle, pole to equator atmospheric and oceanic circulation, solar radiation, earths reflectivity or albedo, GHG, biomass, frozen methane, ice.   Note: Some of these are fluidic or gaseous systems that can exhibit temporal/spatial chaos thus further complicating any analysis.

c) Level C systems: Living systems at the macro level like the interaction between total biomass in plant and animal form. 

d) Level D: technology, knowledge (Can these be “parts”?  Whatever they are both short-term scientific breakthroughs and long-term increases in education clearly effect economic, political and societal systems.

e) Level E: security, nations, borders, (Perhaps the first and most basic human or societal systems were established to meet security needs.  Reference the Maslow hierarchy of needs. https://en.wikipedia.org/wiki/Maslow's_hierarchy_of_needs

f) Level F: commerce, trade , communications, transport, energy

g) Level G:  attitudes, passions, world views, ideologies, religions

Again these are only suggestive starting point that invite further thought.  One can nevertheless see that the “parts” within each of these levels interact and influence each other.  Even at Level “g” there is a historic ebb and flow in where societies collective mind is most focused.  Each area of interest or concern has a certain mind-share, and that mind share changes over time.  An analysis of word count in the mass media would identify these areas of interest or concern and show how they change.  Speculatively speaking, total mental attention (within a population) may be equivalent to total energy within some physical system.  It moves from topic to topic, perhaps in the way energy moves within the double pendulum or other simple toy systems.  We and the media focus on the national debt, then get concerned about the mid-east, then attention shifts to some virus epidemic, and then we’re all focused on some election. Over a longer time frame the mind-share of different religions has changed as has the general attitude toward manifest destiny, the American dream, WW2, the cold war, race relations, and so forth.  Are any of the same basic laws of physics or their equivalent driving this?  I find this an exciting area to ponder and one that invites serious study.  All these changes may have some underlying pattern or driver.  We might detect that a social focus on some area is likely to change because such things do as metal attention oscillates between all the things it can focus on.  In the 1950’s our focus was on economic security and our attitude was positive.  In the late 1960’s attention shifted to self-actualization as youth said a good 9 to 5 gray flannel suit job with a big company was not the end-all.  When we have achieved satisfaction at one level in the Maslow hierarchy of needs social attention may, and arguably will, shift to a higher level. We’ll be dissatisfied there until it is also satisfied. 

Coupled systems:  I’ve said that couple systems imprint their behavior on each other.  Here are some simple spring/mass simulation runs that prove such  behavior can happen in physical systems.  Unfortunately each system in this case is a very simple two-part system, namely a mass connected to a wall by a spring.  There is one system on the left and another on the right in these screenshots.  

I made the left mass ten times greater than the right mass so obviously the big body will affect the small body more than the converse.  In addition I adjusted the spring stiffness so left would oscillate fairly slowly and right would oscillate at a higher frequency. 

This is the waveform of the left mass when acting alone as an isolated system.
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This is the waveform of the right mass when its acting alone: (ignore the initial disturbance)
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This is the waveform of the heavy left mass when the two systems are coupled by a spring in the middle.  Obviously the faster oscillations of right imprint themselves on lefts lower frequency oscillations.  If the middle spring is weakened to simulate a weaker coupling then lefts waveform just shows minor ripples so I don’t show that.

Lets imagine that left part is a large company like GM and the right part is some small supplier to GM.  Whatever this small part does will affect GM, but only slightly.  However what GM does could affect that small supplier greatly.  Likewise global climate is little effected by mans short-term changes to local forest cover, but global climate might well strongly effect forests worldwide.  
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This plots right’s velocity and shows that lefts behavior affects it quite a bit.  
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Mega systems and mega trends:  The complex hierarchy of systems described above presents a huge challenge in trying to apply lessons learned about the dynamics of simple toy systems to complex systems.  However we do know that our higher level social and economic systems are effected by long term trends in massive underlying systems.  In other words the mega systems produce mega trends.  Maybe the parts in the mega systems actually oscillate over time, or maybe they interact in a one-way fashion that never oscillates.  Not sure.  

I think it could be fruitful to try to better identify mega systems, identify their “parts” and think about how those parts may interact over the next decade or so.  I haven’t thought this thru but just notionally perhaps there is some interaction between mega trends in climate change, educational level, and technical change that could be identified and studied.  It might lead to some general predictions as to what might happen or become possible.  In other words take a systems look at things.   


4.8  Physical constraints limit system behavior 

This seems obvious but its non-the-less important.  Many physical systems have parts, fluids or gasses which move and exert forces on each other.  However there are usually containers or other mechanical things that limit how far they can move or what direction they can go.  For instance the inner bob of a double pendulum can only move in an arc a fixed distance from the central pivot.  The outer bob can only get two arms length distance from the center bob no matter how much energy is inserted into the system.  One might think that the energy or push applied to it might want to propel it higher, but it can only get two arm lengths above the center pivot.  Any extra energy must go into its speed.  The vertical height parameter has an upper limit.  In like fashion fluids are confined to their containers.  This causes fluid convection cells to form in containers heated from below. 

I will argue later that a physical system moves in a manner that manifests the total energy resident within it.  Thus the way it moves, how far for instance, is determined or constrained not only by the total energy in the system but also by its geometry and physical constraints.  If one tightens those constraints but maintains the same energy behavior must change accordingly.  For instance things might need to speed up thus increasing kinetic energy.  


4.9  Energy moves from part to part or place to place

In dynamic multi-part systems or ones comprised of liquids or gases energy sloshes around like waves in a tub.  Its highly colloquial and non-scientific to put it that way, but it’s a description that’s easy to understand.  It’s one of the most important mental images I carry around when thinking about systems.  The places where parts (or volumes in the case of liquids or gases) are moving faster have more energy as are parts or volumes most displaced from equilibrium.

The fact that energy moves is a generalization that seems to apply across a wide range of systems because when parts are linked and moving they exert ever-changing forces on each other.  Each time a part moves it stretches or compresses the links it has to its neighbors. Stretched or compressed bonds contain energy so it takes energy to move one part. When that part starts moving its energy it transferred to others in a wave of change that travels out like ripples in a pond after a pebble is tossed in.  These waves bounce off the walls and eventually the entire pond is filled with little ever-moving waves.  Each wave has energy so energy is moving from place to place.  

What happens in, and in the double pendulum and spring mass networks supports this generalization.

When looking at systems we need to think of energy in terms of what form its in, potential (PE) or kinetic (KE) as well as where it is in the system.  What part or place has it?  The part of place that has the most energy is either acting strongly now or has the potential energy to do so shortly. 


4.9.1 Double pendulum:
 
The essence of a double pendulum is the movement, flow or conversion of energy between the different places and forms it can have in this system.  That it does move is easy to demonstrate.  How much goes here verses there and how these moves are coordinated is much more subtle.   If we fully understood them we would presumably understand chaos.

A double pendulum has two parts and each can have its own PE (which is proportional to its height above the straight down equilibrium position) and its own KE (which is proportional to its speed)  Thus the total energy in a double pendulum is the sum of the energy in each of its four place/forms: PE1, PE2, KE1, and KE2.

We know from visual observation that all these quantities vary because the bobs go higher and lower, faster and slower. Thus when the pendulum is moving the amount of energy in each of the four place/forms is continually changing, as illustrated conceptually in Figure 89 below.
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Fig 89 shows a hypothetical run, which starts with one hundred percent of total energy in the system being in the potential form since the bobs are lifted by an outside force prior to releasing them.  In this case total PE is equally divided between mass 1 (the red inner bob) and mass 2 (the outer blue bob), they both have the same mass and both are lifted the same distance.

When released both bobs drop thus converting PE into KE.  The decline in PE shows up as narrowing bands of PE in the diagram. When a bob swings as low as it can get its potential energy is zero. Likewise when it pauses to change direction its speed and thus kinetic energy momentarily reaches zero.  

In this situation there is a bit more total energy in the system than needed to get the outer bob to go over the top on occasion.  Most is needed to lift it high enough and the remainder gives it sufficient speed to travel over top dead center.   Thus at the top it has its maximum PE plus a little KE.  When the inner bob lifts the outer bob or causes it to move faster energy is transferred from the inner to the outer bob, thus we see the total amount of energy in each bob varies over time.  

Figure 89 is one of the most important in the book because it shows that energy within a dynamic mechanical system is always oscillating between PE and KE,  and –assuming the system has two or more parts- the percent in each part is also oscillating.  In short energy is moving from one part or location within the system to another.  

The double pendulum is a simple mechanical system made of discrete parts with mass, and so is the solar system.  I suspect energy movement from part to part or place to place is characteristic of all dynamical systems (molecules, living things, social systems, ecological systems, etc.) but I’m not ready to make that case yet.  


Support for Figure 89:  The waveforms and values in Figure 89 are purely illustrative.  It would be easy to enhance simulation models so they can make real plots like this but meanwhile we must use what models we have to prove Figure 89 is realistic.   The screenshot below was made using the Dooling simulation model available at:  http://www2.uncp.edu/home/dooling/applets/double_pen.files/tom/models/doublepen.html. 

Plots in the screenshot below show how three of the four place/forms of energy in the double pendulum change over time.  The kinetic energy of the outer blue bob (KE2) is plotted at lower left, and obviously changes per the waveform plotted.   It dips to zero when the bob stops momentarily to reverse direction.  

Changes in PE are shown in the lower right plot.   y1 is the height of the inner red bob and is directly proportional to its potential energy.  Likewise y2 is proportional to the PE in the blue bob.  The minus values can be a bit confusing because PE can never have a minus value, but of course the height of a bob relative to the X axis can.  The inner bob actually has zero potential energy when it reaches the bottom of its swing and its “y1” value is minus one.  The outer bob has zero PE when its “y2” value is minus two.

Because the arm length is one unit long the maximum value y1 can have is one when red is straight up.   It was near that when the bob was released near one o’clock in this short run.  The plot shows it rapidly dropped to its lowest possible value of -1 when it swung around the bottom of its arc.  The outer blue bob would reaches its maximum PE of 2 when both arms are straight up, but it never got that high in this short run. 

Note that all three forms of energy occasionally reach zero in this brief run but usually not at the same time.  However near t=0.8 all three do reach zero at about the same time meaning that all the energy in the system has –for a brief moment- been concentrated in the forth form, which in this case is the outer bobs kinetic energy or ke2.  It’s going very fast at this time.

If three of the four forms are oscillating so must the forth.  Total energy remains constant so these plots confirm that energy is continually changing from one form to another and from one location to another as the double pendulum moves.  In a simple clock pendulum it must divide between two forms.  Here it can divide into four place/forms.  This system is at heart all a matter of energy interchange between the different place/forms it can take.  Once the arms are let free the laws of physics force PE to convert into KE as things start moving.  The fact that it can divide among four place/forms is key to why the dynamics get so complicated.
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4.9.2  In-line spring system

Energy transfer can easily be demonstrated in a spring/mass system. In this case I used a simulation model also made by Dr. Dooling at UNCP.  The screenshot below shows the user interface and some waveforms recorded after it had been running about 100 seconds.  The model has six masses and a fixed wall all connected with 6 linear springs.  In this run the leftmost blue mass was displaced by 0.4 units from its equilibrium before being released to start the run.  There was no frictional damping in this run so the total energy in the system remained constant as shown by the nearly invisible “orange” line.   We need only look at the red waveform to make our point.  All the energy initially installed in the system went into the movement of the leftmost blue mass.  However we can see that much of it was rapidly transferred to the red mass causing it to oscillate and have an oscillating amount of kinetic energy.  Energy was transferred from the left mass to others to the right.  Energy moved within the system in wave like fashion.  
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The screenshot below looks at just the potential energy in the rightmost #6 mass.  At one point it had 78% of all the energy in the system.
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4.9.3  Spring/mass fabric

The fact that energy sloshes around in a system is visually obvious when one watches the spring/mass simulation of a fabric found at: https://www.youtube.com/watch?v=ib1vmRDs8Vw

This screenshot freezes the waves of change, but really one must view the video.
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4.10  Energy spikes randomly in chaotic systems

I’ve long felt that significant historical and even contemporary events within our nation and world happen because changes in a number of seemingly different areas somehow converge at the same time, reinforce each other, and create enough stress on the status quo to cause wars, revolutions, economic crashes, and the like.  I envision these as waves sloshing back and forth in a tub.  Occasionally several will add together, because it seems to me that’s bound to happen if they slosh around long enough.  To the extent this happens it helps explain why history happens.  I feel the need to emphasize this because when I look at history this underlying image of waves of change sweeping through society forms in my minds eye.  Its almost like a pattern emerging from a fog of detail.  Trying to explain and share this idea has helped motivate me to write this book. 

Presumably when several forces or trends converge something at that intersection is strongly effected.  Some variable associated with it spikes to an unusually high value.   Beside great historical events spiking may be the root explanation for violent events that occur randomly in natural systems.  Possible examples would include:  ejection of planetesimals, 500-year storms, hurricanes, rogue waves, virus epidemics, and volcanic eruptions. 

The primary implication of this spiking behavior is that people and institutions need to expect such spikes to occur randomly and be prepared to cope with them. Experts in various fields like weather forecasting have had some success predicting storms a short time in advance and I’ve gotten some apparently related ideas from studying the double pendulum.  I think some historians have tried to explain history in these terms by identifying trends that converged to cause a war for instance.  I will suggest later that it might be possible and fruitful to identify mega-trends in todays world and try to determine if they will converge to create dramatic events in future.  

Now I switch gears to my analysis of toy systems and show that this spiking seems to be a fundamental characteristic of oscillating multi-part systems.

In the work below we look at spikes in variables that represent energy, but other variables can spike as well.   These might include temperature, rainfall, wind speed, fluid velocity, population, flue cases, and collision-causing orbital eccentricity.  To the extent these findings apply to societal systems the variables that spike could include corporate revenue, sales of some product, stock values, political passions for some policy, vehicle miles of travel, warfare, union membership, and many, many other things.  
Whether the same basic physics cause these other systems to spike merits more research.  Some of the relevant issues are discussed in Chapter 11.

What I mean by energy spiking is that when the PE or KE in some part is traced over time its magnitude or intensity will suddenly and randomly spike to high values. 

This generalization occurred to me when viewing waveforms produced by systems that were oscillating chaotically. 


4.10.1 Double pendulum:  
Slide 26 from a clearly chaotic double pendulum run supports the above generalization.  The main thing to notice is how the value of some system variable, in this case the height of the outer bob (y2) spikes to unusually high values at what seems random times.  Sometimes there are several high spikes close together.  At other times they are separated by periods of relative calm, which vary randomly in length.  I highlight them with green bars. The behavior is always changing.  What happened in the recent past provides no clue as to what will happen next.  Calm periods sometimes end with a violent spike as opposed to a gradual ramp-up in values.  
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Does energy spiking require chaos?  A short series of runs – made with just one configuration of the double pendulum and documented in Chapter 7.6-  showed that energy concentration and spiking occurred in the double pendulum when it was operating chaotically, but not when it was sub-chaotic and operating quasi-periodically.   Its not clear whether this is a generalization that applies to all double pendulum configurations, much less whether it applies to all oscillating systems with multiple discrete parts.  Two screenshots from those runs follow. In this particular case –based on SDIC testing- the threshold of chaos was estimated –albeit imprecisely- to be an a1 value of 75.3 degrees.  Thus the first screenshot with a1=72 degrees was sub-chaotic.  The screenshot below shows no evidence of random spiking in the value of ke2 (a proxy for the speed of the outer bob) in this sub-chaotic run.
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[bookmark: _GoBack]However when a1 exceeded the threshold random spikes in the intensity of ke2 were readily apparent as shown below.  Significantly, in the sub-chaotic run ke2 never exceeded 6, whereas in the chaotic run it occasionally spiked above 10.  There was little difference in total system energy between these two runs so this dramatic increase in the peak values of ke2 was presumably due to chaos.  

IF this is a generalization it has practical and perhaps significant implications.  It might mean that if a system becomes chaotic due to a slight increase in the energy within it, then variables within that system might begin spiking to much higher values.  
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Additional detail for those interested: Slides 20 shows additional results from the double pendulum simulations.   The top image is a screenshot showing how the kinetic energy (proportional to speed) of the outer blue bob varied for 70 seconds after the red bob was released from an angle of 40 degrees.  This disturbance from equilibrium introduced a relatively small amount of energy into the system because it lifted both bobs imparting PE to both.  Its obvious that KE2 ramped up to a maximum value and then ramped down in an orderly manner.  Future behavior could be predicted by looking at past behavior.  In short there were no dramatic, randomly spaced, spikes in behavior since this system was behaving in a mildly quasi-periodical manner.  The third panel shows operation at a higher energy (a1=70 degrees).  Here the peak values dip for a while then –if you look carefully- reach about the same heights for the latter part of the run, but do so on random intervals.  Whether this would be called quasi-periodic or chaotic is debatable but the behavior is what it is regardless the label.  Clearly the past does not predict the future.  Next comes a run were red was released at 150 degrees giving it considerable energy and making it clearly chaotic.  Note how the KE readings on the Y axis.  Both the waveform over the first 28 and first 70 seconds are shown. Its quite clear that KE2 spikes on random intervals, that it can go suddenly from a low value to a very high value without warning. In other words it doesn’t build gradually, it just jumps.  It’s seen that there are periods where the peak or values are relatively low for a while before they jump up. Past waveform shows no resemblance to future waveform.  Prediction is impossible. This is what chaos looks like.   

Clearly it would be very difficult for humans if the systems they depend on exhibited a high degree of chaos.  Think about the seasons. Think about the stock market.   

The very high peaks in the plots above are likely analogous to 500 year storms.  If this model ran for a very long time we could compute the average separation between them even though they occur at random intervals.  Two might be spaced 50 seconds apart while others may occur 600 seconds apart.  The same logic applies to the 500-year storms.  Its only an average, as hopefully most people know and should keep in mind when thinking about the average time between California droughts or maybe even between major seduction zone quakes in the Pacific Northwest.  On average those storms or quakes may occur every 500 years, but the next could happen tomorrow.



[image: ]


Slide 21 looks at the same runs but over a longer timeframe, roughly 250 seconds.  At low energy (a1=55 degrees) we don’t see much long-term variation in peak values.   With a1 at 70 we note a calm period (green) during the first 50 seconds.  There is alos a closely spaced series of unusually high peaks midway into the run.  Nothing before has reached that intensity.  It’s like a close set of hurricanes or the once in a 100-year storm. Then things calm down again.  It’s just what this system does.  Arguably its what other systems do on rare occasion.  Every so often all the parts align and all the speeds align so as to transfer most the energy in the system into one particular part or one particular form.  The system needs to thrash about for quite a while before these special alignments occur so they’re rare.  When you watch the pendulum in motion you see this “thrashing about” occur.  Had the model run a very long time these peaks would come again, on random intervals.

The same unusually high peaks occur in the 90 degree run.  All the lesser peaks occur on random intervals.  This chaotic behavior becomes even more so in the 150 degree run since it has higher energy still.
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4.10.2 Maxwell-Boltzmann Distribution
Energy apparently spikes in liquids and gases. At the macro level energy obviously concentrates in hurricanes, and other violent storms.  In the ocean it concentrates in rogue waves.  The Maxwell-Boltzmann distribution provides still another strong indication that energy concentrates in many if not all multi-part dynamic systems. 

Particles (for example molecules like CO2) in a gas or solid are linked to each other by inter-molecular forces. Different particles within a gas have different speeds (and thus different energy or temperature).  The Maxwell-Boltzmann distribution is a curve, which shows what percentage will fall within a certain speed or energy range.  Three such curves are plotted in the image below. https://en.wikipedia.org/wiki/Maxwell%E2%80%93Boltzmann_statistics
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The red curve is for gas at -100 degrees.  It shows that there are particles going at speeds ranging from zero up to about 900 m/s, but most are going less than 600 m/s.  However, and here’s the point, a few are going over 800 m/s.  So why are they going far faster than most others in this gas?  Apparently in the process of particles bumping into each other some –just by luck- are boosted to higher and higher speeds. In other words energy has been concentrated in those parts within the total system.  It concentrates just momentarily, possibly just microseconds.

A similar thing seems to happen in liquids.  Some water molecules near the surface are boosted to such high speeds they break their inter-molecular bonds with neighbors and evaporate.  They take energy with them so the remaining liquid is cooler.  

And a similar thing happened when planets grew out of the gas/dust ring surrounding our early sun.  Some small rocks or planetesimals experienced speed boosting encounters that ejected them into outer space.  Others had speed loosing encounters and fell into the sun.

All these examples –from the double pendulum, to molecules and solar systems- seem to support my general point that energy concentrates or spikes in certain places or parts within chaotic dynamic systems.  Below is evidence that it can occur even in systems which are not officially chaotic in that they do not experience SDIC.  


4.11  Spikes may occur in non-chaotic systems 

Here we show that a system does not have to be officially chaotic for its variables to spike occasional and have random length calm periods between spikes.  This is potentially important because it extends the range of systems which may exhibit this spiking behavior.  They don’t necessarily need to be ones that are “officially” chaotic per the most common definition of chaos.  More specifically, experts assert that spring mass systems with their linear springs can’t operate chaotically.  They can’t exhibit SDIC.  I can’t opine on this technical point, but I can show that spring mass systems can oscillate in a manner that produces randomly spaced spikes.  I resort again to the simulation model of 6 spring-connected in-line masses. 

Slide 4 compares the waveforms from the double pendulum known to be chaotic with those from a 6-mass/6-spring system, which is apparently can not be chaotic according to experts.  When chaotic the double pendulum wave appears similar to that produced by a mass/spring system.  In both cases we see what appears to be randomly spaced spikes, separated at times by random length periods of calm.  Two such periods are marked in green but others are obvious.  

The quasi-periodic wave is inserted to show that quasi-periodic operation does not produce such random events. Instead the progression of high and low values follows a more regular and predictable pattern.
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As we think about what these simple systems might suggest about the behavior of economic, ecological or societal systems  -where we don’t know whether forces are linear or not, nor whether behavior is chaotic or not-  this finding is useful because it implies those constraints aren’t relevant.    Spiking behavior might be generic.  To be explicit: if a system has three or more interacting parts energy moves around and concentrates in one part or another from time to time regardless of whether the system is “officially” chaotic or not.  If so a given part may lay relatively inactive for a while and then be suddenly energized or disturbed.  There is no way to predict when or how frequently a part will be strongly disturbed, or how long it may lie calmly in between.  The transition from disturbed to calm is fairly sudden.  This is probably one of the most important findings from my research.  Its really just a hypothesis at this point.  It merits further investigation. 

Incidentally it doesn’t matter which variables we plotted above since they all have similar waveforms. Here we have plotted angle 2, which is proportional to potential energy of the outer bob, and v6, which is the velocity of the far-right mass in the linear mass/spring system and proportional to its kinetic energy. We will suggest later that societal systems have the equivalent of potential and kinetic energy, where potential energy is the ability to do something and kinetic energy is the actual doing.

Two different simulation models were used in support of the above conclusions.  One is a spring/mass network where 6 in-line masses are connected by 6 springs, and the other is an array of 6 masses with springs between them called the “molecule”.  These are described below.

One can skip what’s below unless more detail is wanted in support of the above conclusion.  The models below have already been cited to show how energy moves.  We use them again to show how energy concentrates or spikes.


4.11.1  In line spring/mass system 
This system consists of 6 masses in a line and connected by linear springs. A Java simulation of it was graciously developed for the author by Dr. Dooling at the University of North Carolina and is used below. It’s the “ejs_model_linearspring_2.4 jar” file at:  https://sites.google.com/site/uncpdooling/jar

A screenshot below shows the system and a plot of how the total potential energy (the sum of PE in each spring) and total kinetic energy (the sum of each masses KE) changed over time.  The total system energy (shown by the orange line) of course remained constant in this frictionless system.

Initial conditions are set by moving a mass to one side before release.  In this case the left-most mass was displace by 0.4 units.  This inserted PE into the system.  After it was released it started oscillating and its energy was coupled to all the other masses causing all to oscillate left and right.  The screenshots used in Slide 4 above came from this run.
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Observation of the model in operation shows that occasionally one ball or mass is moved (spikes) unusually far from its equilibrium position thus indicating it has gained considerable PE from the well-stretched or compressed springs acting upon it.  This force gives in an incentive to start moving.  And it does.  In the process its PE converts to its KE.  Thinking ahead to other societal systems PE is perhaps equivalent to motivation or desire (representing force) times power or resource (representing mass).   Correspondingly KE becomes equivalent to the action that part will take once it starts moving. 

4.11.2   Molecule system: 
This so called “molecule” simulation produces waveforms with spikes.  The molecule simulation is found at: http://www.myphysicslab.com/molecule6.html

The three screenshots below show how the position of atom #0 varied over a short period of time after the system was disturbed.  

These two screenshots capture a relatively calm period for mass #0 where its speed varies within a narrow blue band, then spikes suddenly because it was jerked violently by the attached springs.
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[image: Macintosh HD:Users:richharkness:Desktop:mol6 calm to violent.jpg]


Its unfortunate this model does not allow the waveform to be plotted over a longer time frame* to better observe periods of relative calm interrupted at random intervals by isolated spikes or series of spikes.  * This was later fixed. See latest results below. 

The only way with this model to get a longer time plot capable of showing spikes is to plot one variable against another.  In the three screenshots below I plot the x velocity of atom “1” against its velocity in the y direction.  It really doesn’t matter which two variables are plotted or which atom one looks at.   If one spikes occasionally so will the others.

What we look for are times when the green trace reaches a peak value to the top, bottom, left or right.  So focus on just how high it goes.  See how often those high or spike loops (values) occur relative to the more modest loops.   


The two high loops in screenshot below show that the x velocity spiked twice during this relatively long run.  Most of the time it oscillated less violently.
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The molecule simulation was updated in late 2016 so the waveforms could be plotted over a longer timeframe.  Another run was made with a six-body molecule. The screenshot below was taken from that run.   Its quite clear that energy does concentrate momentarily in or on individual parts in this system with linear springs, which is not officially chaotic.  Here we see randomly spaced spikes in the velocity of mass #1 as well as periods during which it oscillated gently.  
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4.11.3 Rogue Wave simulation: 

There is some empirical evidence to suggest that energy does concentrate in real-world systems.  The waveform below shows wave heights under a North Sea oil platform.  The  18 meter high rogue wave is obvious.  This actual record is famous as the first solid proof that rogue waves exist. https://en.wikipedia.org/wiki/Rogue_wave



[image: reakbølge observert på Draupner
plattformen]


Another compelling piece of evidence that energy concentration and spiking comes from a computer simulation, apparently not of ocean surface per se, but rather of microwave behavior purported similar to rogue wave behavior.  A brief video clip from that animation is found in a nice uTube video by the Physics Girl found at: https://www.youtube.com/watch?v=8Zpi9V0_5tw
The rogue wave clip starts at t=4:35 and a screenshot of it appears below.  The rogue wave is obvious. It just popped up suddenly.  I tried unsuccessfully to find out more about this simulation.

[image: Macintosh HD:Users:richharkness:Desktop:rogue wave sim.jpg]


The formation of rogue waves has been studied and the reasons given are hard to relate to the simple dynamics in these toy systems.  Yes, energy concentrates to produce rogue waves, but maybe its for fundamentally different reasons.  Alternately the same basic physics may apply in both cases but manifest in a more complex way to form rogue waves.  http://www.nature.com/articles/srep27715#f1 and https://books.google.com/books?id=D1VWoCgPTJMC&pg=RA1-PA67&lpg=RA1-PA67&dq=drauper+freak+wave&source=bl&ots=bv1gbvCuZL&sig=F1q_tWTwrSDxc7K7fEA6DbW1kvk&hl=en&sa=X&ved=0ahUKEwjDtLiEiIXOAhUC6WMKHfe0DSYQ6AEISjAG#v=onepage&q=drauper%20freak%20wave&f=false

Hurricanes and tornados may provide another example.  They concentrate energy distributed over a relatively wide area into a much smaller area.  

Its compelling to speculate how these behaviors might apply to ecological, economic, political and other societal systems.  It may be that they contain energy or some equivalent commodity that sloshes around from one part or place to another.  I’ll have more to say about this later but its largely speculative since such systems haven’t –at least for the most part- been analyzed with the appropriate tools.  Its obviously not easy.  

4.11.4  A better model is needed: 

A better model is needed to explore this issue further, and to make it better approximate how a societal system might operate.  We need to bridge he gap between systems with 3 parts like the double pendulum to systems with more parts by taking some intermediate steps.  The better model should have at least 10 masses or parts each connected to all the others with springs or spring like forces.  It should allow longer term plots of how the variables behave.  It should track the net force on each part imposed by the multiple springs connected to it because that’s the net force that motivates action or movement.  It should of course track the speed and KE of each part.  It should also produce traces showing how energy moved in the system.  It should compute the Lyapunov exponent (a technical measure to determine chaos) so the question about whether the system is officially chaotic or not could be answered.  To explore SDIC it should also allow two runs to occur at once, each with slightly different initial conditions.  The waveforms should both appear on the same plot so their divergence can be compared.  Finally, there should be three options for the forces connecting the parts: linear springs, non-linear springs, and a combination of repulsive and attractive forces that decrease with distance like gravity and molecular electromagnetic forces.  This would take us toward models of “molecular dynamics”, a topic to be visited later.  Again, one key purpose of this model is to confirm that in multi-part systems the forces on any given part spike randomly after periods of relative calm.  But it would do more than that, for example allow bonds to be broken and reconfigured.


4.12  Bonds can break, parts can fly off

This aspect of systems behavior has been mentioned already but here are the two examples most useful as support.

Molecules: The chart below describes the forces between two atoms attracted and repelled by electrostatic forces in a molecule.  The right side of the Morse curve from the valley up is roughly what the attracting force looks like.  Its strength declines with distance as does the gravitational attraction between two masses.  In a molecule heat can intensify the vibration between the two atoms so they are moving so fast they climb up that right-side and escape or dissociate from each other.  They fly off.  Rockets headed for outer space do the same thing by accelerating to escape velocity.  


[image: https://upload.wikimedia.org/wikipedia/commons/thumb/7/7a/Morse-potential.png/400px-Morse-potential.png]


Solar systems: A solar system can also “break” in the sense of ejecting a body entirely.  In the screenshot below a blue moon orbiting the red planet was torn away and ejected into space when the bond between it and the red planet was stretched to the breaking point because a close encounter transferred energy to the moon thus speeding it up to escape velocity.  Ejections were very common in the formation of galaxies and solar systems.  Bonds can be broken in molecules if heat vibrates atoms enough so they fly off.  This wasn’t a stable system in the first place.  The simulation just needed to run long enough so the orbits evolved enough to create a sufficiently strong close encounter.

[image: Macintosh HD:Users:richharkness:Desktop:MSS brink of chaos runs July '15:Moon runs:moon ejected at t=32.6.jpg]

In like manner it takes energy to propel a rocket into outer space.  We break the two-part (earth+rocket) system apart by accelerating the rocket to escape velocity.

Galaxies:  The dramatic video at this site shows stars being ejected during a simulated collision of the Milky Way with the Andromeda galaxy.  https://www.youtube.com/watch?v=PrIk6dKcdoU&t=10s  see also: https://www.youtube.com/watch?v=qnYCpQyRp-4

This collision is due in about 4 billion years.  You can easily see the ejected stars flying off.   Note that most stars don’t fly off.  Instead they come closer together transferring energy – in a series of close encounters- to the escaping stars thus boosting their speed to escape velocity.

I haven’t had time to speculate about if or how this might apply to economic or societal systems.  It applies only if the relevant force declines with distance so we would need to determine what the equivalent of distance is in those systems, what type of forces hold them together and whether such forces decline with distance. There’s hope because we know economic and societal systems do sometimes come apart.


4.13 Systems Evolution 
Figure 128 attempts to show how several different types of system behavior morph into each other in an evolutionary process.   It talks in terms of molecules but is probably true for many other types of systems.  Some explanation is needed.
[image: Macintosh HD:Users:richharkness:Desktop:Fig 128 evolution molecule.jpg]

The red arrows trace the evolution or history of six individual atoms or parts as they self-assemble into molecules, then dissemble and re-assemble into different molecules.  They are generally trying via trial and error to find the most stable survivable molecule or configuration.  I call this their lowest energy state because they are most tightly bonded when in that configuration.  The jagged line is meant to illustrate the intensity of vibration induced in the atoms and molecules by heat or temperature.  Its width indicates how far apart the atoms get during those vibrations.

The story begins at upper left when its so hot the atoms can’t bond because they are being shaken so hard.  They simply fly about in a soup of individual atoms.  Then as the temperature drops atoms 1 and 2 are able to combine because they have a strong attraction for each other, strong enough to resist the heat induced shaking.  As the temperature drop further atoms 4 and 6 are able to bond with 1+2 to make a four-part molecule or system labeled 1+2+4+6.  All those intermolecular bonds are oscillating per the Morse curve.  This configuration remains stable as the temperature drops further.  I’ve labeled a first try molecule because 1+2+4+6 isn’t the most tightly bonded molecule that could have formed from the 6 atoms, but it did form by chance and once formed remained stable as the temperature dropped.  This is the scenario that probably played out on the early earth when the first minerals formed.  

But now the environment, at least in the micro-climate where these atoms were, got hotter for some reason.  This caused the molecule to shake so hard it “dissociated” into a 1+2 molecule and released atoms 4 and 6 to float around again in a soup also containing atoms 3 and 5.  This situation is pictured above the right hand spiral.  Now the environment cools and the atoms have another chance to bond.  This time again by chance 1+2+3 bond first because they are stable at a relatively high temperature.  As it drops atom 6 joins.  It has a weaker bond to 1+2+3 but its strong enough to survive as the temperature drops further.  Then by chance atom 6 joins on and we have a 1+2+3+6 molecule that happens to be stronger than the previous 4-part molecule.  It’s the second try so to speak.  In this example the temperature continues to drop until a weak bond with atom 5 can form.  Because they are most tightly bonded in this configuration its the lowest energy configuration those five atoms can have in this example.  I’ve indicated that by marking it at the E2 level. 

This entire evolutionary process at the molecular level only occurs because the environmental temperature oscillates.  Twice in this illustration, but perhaps many times in the real world as temperatures dropped after the big bang, then rose again in stars, and cycled throughout earth’s history due to ice ages and plate tectonics.   They also varied as materials went from one micro-climate to another.  Today we live in a relatively cool environment, where weak hydrogen bonds can form stable organic molecules, thus enabling life.  

So this one diagram captures system self-assembly when the forces that attract get stronger than the forces that repel (in this case heat induced vibration).  It captures oscillation because all those atoms are constantly doing so, (down in that well in the Morse curve.)  The oscillation is likely chaotic when there are three of more atoms in the molecule.  The system breaks apart when the rising temperature shakes it hard enough.  Then the parts re-assemble into a different but more survivable configuration.  This trial and error progression from sub-optimal or weakly bonded systems to strongly bonded systems could be called systems evolution.  The environment must cycle from hot to cold to make this process happen. The most strongly bonded energy has given up the most energy along this path and thus has the lowest remaining energy.   Finally, equilibrium could be said to represent the situation where a stable molecule has formed regardless of whether or not its vibrating internally.  This is probably the common meaning.  On the other hand true equilibrium is reached when all oscillation has died out and the forces on each part are balanced.  That’s the low point in the Morse curve.  It would only occur when the temperature is at absolute zero.  

In my view this general process probably occurs for most real-world systems comprised of discrete parts.  Clearly economic communities or systems form, dissolve and reform.  Clearly stakeholder groups form into parties or political movements that later dissolve, at least to some extent, only to reform again.  We can only hope that after every major disturbance, reorganization, or revolution the new system is better than the older ones in meeting everyone’s needs.  If so it should be more stable.


****end of Chapter 4*****
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